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The present study investigates the gas-particle two-phase flow in the turbulent plane jet by solving the
two-dimensional and compressible flow fields numerically using direct-numerical-simulation technique. The
flow fields are spatially developing, but we focus our study on the evolution of coherent vortex structures and
dispersion patterns of particles in the near field at different Stokes numbers. The initial symmetric mode of flow
changes its shape to the asymmetric mode after about three convection periods as the flow moves downstream.
The concessive paring processes between two and three vortex structures are observed. The predicted mean
velocity profiles show self-similar behavior and coincide well with previous experimental data. The profiles of
turbulent intensity and Reynolds shear stress also display self-similar characteristics in the further downstream
regions. The local-focusing phenomena of particles occur in the quasicoherent dispersion structure of particles.
The higher density distribution at the outer boundary of large-scale vortex structure characterizes the dispersion
pattern of particles at the Stokes numbers of order of unity. Furthermore, these particles disperse largely along
the lateral direction and show the nonuniform distribution of concentration. For the particles at the Stokes
number of 0.01, the dispersion along the lateral direction is considerable due to the small aerodynamics
response time, but the particles are distributed evenly in the flow field. Particles at the Stokes numbers of 10
and 50 disperse much less along the lateral direction with the even density distribution. These results support
the previous conclusions on the dispersion of particles in the free shear flows.
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I. INTRODUCTION

The turbulent plane jet flow is the basic free turbulent
shear flow and is formed from the interaction of vorticies
with opposite signs in the shear layers. The characteristics of
turbulent plane jet flow are not observed in the flow of either
mixing layer or circular jet. Fundamental study on the coher-
ent structures and flow dynamics in the plane jet will con-
tribute to the deep understanding of turbulent flows. More-
over, the gas-particle two-phase flow in the turbulent plane
jet has wide engineering applications in the fields of coal
combustion, chemical reaction, and environmental control.
The capability of predicting accurately the large-scale vortex
structure and particle dispersion in the jet is of great signifi-
cance in designing various engineering systems efficiently.

The single-phase flow in the turbulent plane jet has been
widely studied experimentally and numerically over the past
decades. Albertsonet al. [1] and Miller and Commings[2]
measured the mean-velocity profiles in the plane jet. Later,
the hot-wire anemometry was used to measure the mean and
fluctuating statistical quantities in the self-similar region of
plane jet[3,4]. It was found that the initial inlet and external
experimental conditions have a strong effect on the evolution
of the plane jet flow fields. Goldschmidt and Bradshaw[5]
measured the lateral correlation across the jet and obtained
the quasiperiodical negative correlation of longitudinal ve-
locity. The longitudinal velocity autocorrelation coefficient
across the plane jet showed the negative lobes for large probe
separations[4,6]. These results showed the existence of a

large-scale, flapping motion in the self-similar planar turbu-
lent jet. Based on their observation, it was concluded that the
negative correlation was the result of large-scale structures in
the jet, rather than a flapping motion[7]. Subsequently, these
large-scale structures were suggested as a 2D, asymmetric,
and von Karman-like vortex street[8]. The developing char-
acteristics of the large-scale vortex structures in a naturally
developing 2D plane jet were studied, and it was observed
that the flow patterns were initially characterized by rela-
tively strong symmetric modes, and then by an asymmetric
pattern formed beyond the jet potential core[9]. Recently,
Zhou, Pearson, and Antonia[10] compared temporal and
spatial transverse velocity increments in a turbulent plane jet
and suggested that the spatial transverse increments are less
anomalous with respect to scaling than the temporal incre-
ments formed with the transverse velocity component.

Comparing with experimental results there are fewer nu-
merical simulations of the plane jets. Dai, Kobayashi, and
Taniguchi [11] simulated numerically a 3D evolving sub-
sonic plane jet with a large eddy simulation model. Their
mean velocity profiles were in good agreement with experi-
mental results, but the self-similar turbulence intensities
were distinctly higher. Stanley and Sarkar[12] carried out a
direct numerical simulation on the 2D single-phase flow in
the plane jet and reported some useful results and discus-
sions.

As to the gas-particle two-phase turbulent jet flows, many
researchers carried out both the experimental and numerical
studies. Melville and Bray[13] investigated the two-phase
turbulent jet flows and brought forward a model to charac-
terize them. Chung and Troutt[14] simulated the particle
dispersion in an axisymmetric jet using a discrete vortex el-
ement approach. The interesting results were reported and*Corresponding author. Email address: fanjr@zju.edu.cn
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the ratio of particle dispersion to fluid agreed well with ex-
perimental results. Hardalupas, Taylor, and Whitelow[15]
investigated the velocity and particle flux characteristics of a
turbulent particle laden jet and suggested the small effect of
the mass mixture ratio on the particle concentration distribu-
tion. Yuu, Ikeda, and Umekage[16] directly simulated a gas-
particle turbulent-free jet at the low Reynolds numbers. Their
computational results of air and particle-turbulent character-
istics are in accord with their LDA experimental data.

Recently, the linear instability of a two-way coupled
particle-laden jet was examined[17]. It was found that the
addition of particles can destabilize the flow at a small par-
ticle Stokes number, and the particles at Stokes numbers on
the order of 1 correspond to the maximum flow stability. A
large-eddy simulation model considering the effect of par-
ticles on subgrid-scale flows was also employed to investi-
gate the gas-particle jet flow in the slit nozzle at the high
Reynolds numbers[18], and the calculated results were in
good agreement with their experimental results.

However, there are few studies to investigate the large-
scale vortex structures and particle dispersion in the gas-
particle two-phase flow in the plane turbulent jets at the
moderately high Reynolds numbers. In addition, most of the
studies mentioned above are based on the incompressible
hypothesis for the gas phase. In this paper, we use the direct
numerical simulation(DNS) method to study the vortex dy-
namic characteristics and the particle dispersion patterns in a
2D evolving and compressible gas-solid turbulent plane jet.

The main objective of this study is to show the nonlinear
development of coherent structures and particle dispersion
modes at different Stoke numbers in the near field of com-
pressible plane jet flows. Some quantitative statistics of flow
and particle fields are also made to reveal the two-phase flow
characteristics. Many experimental results have showed that
the plane jet is largely 2D near the nozzle within 20 widths
of the jet nozzle. So, our present study is of significance both
in theory and practice.

II. GOVERNING EQUATIONS AND NUMERICAL
SCHEME

A. Flow field simulation

1. Flow configuration and boundary conditions

Figure 1 shows the schematic of computational domain
and flow configuration for the gas-particle two-phase flow in
the 2D plane jet considered in the present study. The high-
speed stream velocity isU1 and the coflow stream velocity is
U2. The convective velocityUc is defined assU1+U2d /2, the
convective periodTc is Xl /Uc, and the mean convective
Mach numberMc is sU1−U2d / sc1+c2d=0.15. The ratio of
the nozzle widthd to the initial momentum thicknessd0 is
20. The initial flow Reynolds number Re, based on the
nozzle width and the velocity difference between two
streams, equals 4500.

It is well known that for the simulation of turbulent flows
in an open, nonperiodic environment system, the use of
proper artificial boundary conditions at the computational
domain boundaries is very crucial to obtain more accurate

simulation results. First, the large-scale vortex structures can
leave the computational domain at the outflow boundary
without being unphysically reflected. Second, the cross-
stream entrainment in the flow field should be allowed.
Third, the artificial boundary should allow the acoustic
waves produced in the transition region to leave the domain
without influencing the flow field by backward reflection.
However, the accurate and efficient boundary conditions for
the 3D Navier-Stokes equations have not yet been found. In
practical simulations, it seems that combining the 1D nonre-
flecting boundary conditions[19] with the perfectly matched
layer buffer-zone method could give reasonable results
[12,20].

In this 2D simulation, the norreflecting boundary condi-
tions and sponger layers[21–23] are added to the outflow
and sidewall boundaries. At the jet inlet, outlet, and sidewall
boundaries, the viscous boundary conditions[24] are also
used. In addition, the typical top-hat inflow profile for the
streamwise velocity is adopted. At the outflow boundary, the
pressure correction[24,25] is performed. The whole compu-
tational domain is divided into a physical domain and three
perfectly matched layer(PML) buffer zones. In the physical
domain, uniform grid ofDx=Dy=s1/15dd is used. While in
the buffer zones, the stretched grid with 5% stretching ratio
is employed. A total 2573315 computational grid system is
utilized in the whole domain dimension ofXl =17.656d and
Yl =22.112d.

2. Governing equations

In this study, we assume the gas phase fluid is an ideal and
Newtonian gas. For this kind of compressible fluid, the non-
dimensional continuity, Navier-Stokes, energy, and ideal gas
law equations in the physical domain are defined as follows:
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FIG. 1. Schematic of the computational domain and flow con-
figuration for the gas-particle two-phase flow in the 2D plane jet.
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p = rRT s4d

where the shear stress tensorti j in Eq. (2) and the viscous
dissipationf in Eq. (3) are expressed as
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To consider the three PML buffer zones shown in Fig. 1,
the exponential damping terms are added to the above stan-
dard governing equations. Taking the continuity equation as
an example, the continuity equation is modified as

] r

] t
= −

] srukd
] xk

− ssx,ydsr − r0d s7d

where r0 is the target solution equal to the initial density
value, and the absorbing coefficients is expressed as

ssx,yd = smsydSx − x*

Lb
Db

s8d

in which, x* is the location of interface between the buffer
zones and the interior physical domainLbs=xmax−x*d is the
length of buffer zone, andsm used is 2 or 3. The added term
can damp the density value to the specified target value
across the buffer zones. This numerical algorithm was vali-
dated by comparing the predicted results with the linear sta-
bility theory, and the sensitivity of results to the variation of
sm andb is little.

The similar terms are also added to the momentum and
energy-conservation equations. At the sidewall boundaries,
the streamwise velocity is damped to the coflow velocity, and
the lateral velocity is damped to zero. For the outflow bound-
ary, it seems valid to damp the streamwise velocity to the
profile given in Ref.[3] and the lateral velocity to the profile
given by]U /]x+]V/]y=0.

3. Numerical scheme

The general requirements to simulate the turbulent flows
using DNS technique efficiently are that the numerical
scheme should provide the higher accuracy both in the spa-
tial and temporal integration and also should be solved effi-
ciently. To solve the governing equations for the fluid phase,
the fourth-order compact finite difference schemes[26] are
chosen to discretize the spatial derivatives in the interior
mesh nodes, and the third-order compact finite difference
schemes[27] are used at the boundary nodes. The stability of
3-4-3 derivative schemes was confirmed by applying this
scheme to the linear 1D convection equation[28]. But these
derivate evaluations are all done in the computational space
on the uniform meshes. To get the derivative scheme work-
ing in the nonuniform meshes, these derivates are trans-
formed to the physical space by utilizing the Jacobian of grid
transformation.

The five-stage fourth-order Runge-Kutta integration
scheme is adopted to integrate the Euler terms in the above

governing equations, but the viscous and conduction terms
are integrated in time by using the first-order Euler integra-
tion scheme. In addition, the nonuniform fourth-order com-
pact filter originated from the uniform filter[26] is utilized to
eliminate the high wave number errors.

B. Particle dispersion simulation

For the simulation of particle dispersion, several assump-
tions about the behavior of particles are made first[29]: (i)
All particles are rigid spheres with identical diameterdp and
densityrp. (ii ) The ratio of the material density of particle to
fluid approximates to 2000.(iii ) The fluid is considered as
dilute two-phase flow. Thus the interaction between particles
is neglected.(iv) The particles are ejected into the flow-field
with even distribution at the nozzle and their velocity is
equal to the local gas-phase velocity.

The largest ratio of the particle to fluid mass is about
7.54310−5, thus the effects of particles on fluid flow are also
neglected. Because the larger velocity gradient in the free
shear flow could exist at certain local areas, the Saffman lift
force is considered in the present study, which was not taken
into account ordinarily in previous simulations[30–32]. In
the present work, the Stokes drag, Saffman lift, and gravity
forces are considered as the main forces acting on a sphere.
Thus, the equation to govern the particle motion is expressed
as follows[33]:

mp
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Then the dimensionless equation to govern the particle
motion is defined as follows:
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where V and U are the particle and fluid velocity vectors,
respectively, at the same position.f is the modification factor
for the Stokes drag coefficient, which can be described by
f =1+0.15 Rep

0.687 for Repø1000. The particle Reynolds
number Rep= uU−Vudp/v, wheredp is the particle diameter
andv is the kinematical viscosity of the fluid. In this simu-
lation, the particle Reynolds number is less than 1. St is the
particle Stokes number, defined as St=srpdp

2/18md / sl r /urd
whererp is the particle material density,m is the fluid dy-
namics viscosity,l r is the character length scale, andur is the
character velocity scale.g is the nondimensional gravity ac-
celeration vector defined asg=gb lr /ur

2, wheregb is the stan-
dard gravity acceleration vector. Then the velocity and posi-
tion of particles can be obtained by integrating Eq.(10), in
which the fluid velocityU and modification factorf are
treated as constants during the integration over the enough
small time-step size. Since the flow velocity is obtained at
every grid point by the numerical solution for the gas-phase
governing equations, we use the fourth-order Lagrange inter-
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polating polynomials to determine the flow velocities at the
particle positions.

In this work, the particle Stokes number varies in the
range from 0.01 to 100. To demonstrate the typical disper-
sion pattern of particles, six kinds of particles corresponding
to the Stokes numbers of 0.01, 0.1, 0.5, 5, 10, and 50 are
chosen as tracers. For each case, 89 particles are ejected into
the flow field at the inflow plane every five time steps. The
nondimensional time stepD t is 0.018 and every convection
period contains 1564 time steps. The flow field is calculated
for 20 convection periods and as a result the total number of
particles traced for each case is about 560 000.

III. NUMERICAL RESULTS AND DISCUSSION

A. Flow-field dynamics characteristics

1. Flow-field coherent structures evolution

Figure 2 shows the evolution of vortex structures in the
flow field during the first three convection periods.x and y
are the nondimensional coordinates scaled by nozzle widthd.
Only the section betweeny=−6 andy=6 along the lateralsyd
direction is shown to display the vortex evolution more
clearly. At the nondimensional time oft=10.82, the Kelvin-
Helmholtz instability appears in the free shear layers because
the mode corresponding to the natural frequency reaches its
maximum. Then the roller vortex structures are formed at the
position of x=6.0 in the free shear layers as shown in Fig.
2(a). These roller vortex structures develop symmetrically
with opposite signs and march to the downstream direction at
the speed of convection velocityUc. But the vorticity at each
side of shear layer has the same sign. The roller vortex at the
upper or lower part comes together, corotates and eventually
pairs to form a new, bigger roller as shown in Figs.

2(b)–2(d). During the pairing process, the interactions be-
tween two free-shear layers become strong, but the structures
of flow field still maintain their symmetric mode. The length
of potential core calculated from the present planar jet is 6,
which is the same as the experimental result obtained from
the natural 2D planar jet[9].

The transition of the flow structures from the symmetric
to the asymmetric mode in the fully developed region is
shown in Fig. 3. Att=79.22, the symmetric development
mode of flow-field vorticity is destroyed, as shown in Fig.
3(a). After merging of shear layers, two side shear layers first
begin to switch from the symmetric pattern to asymmetrical
one at about the position ofx=10.0, which is associated with
the pairing process of roller vortex structures. The reason for
this switch is that the interactions between two shear layers
become stronger due to the consecutive pairing phenomena
of roller vortex structures. When the subharmonic resonant
forcing to the flow field becomes large enough, it wakens the
asymmetric mode. As a result, the asymmetric mode in the
jet shear layer starts to play the dominant role in the evolu-
tion of coherent structures. When the mode of fluid flow is
asymmetric, the distribution of vortices is more complicated.
There exists the single-roller vortex structure, pairing vortex
structures with the same sign and combined vortex structures
with the opposite sign, as shown in Figs. 3(b) and 3(c). As
time goes on, the paired vortex structures continue to pair
along with the vorticity amalgamation and destruction, and
the opposite-sign vortex structures arrest each other to pro-
duce the arrangement of interlaced vortex structures, as
shown in Fig. 3(d). It should be noted that the flow field
switch from symmetric to asymmetric mode occurs at the
downstream position where the shear layers are merged, but
not at the upstream position where the self-preservation of
flow fields starts. It occurs just at the position ofx=10.0,

FIG. 2. (Color online) Evolu-
tion of vortex structures in the
symmetric mode of flow fields at
different nondimensional timet
in the initial stage of jet flow.
(a) t=10.82, (b) t=28.82, (c)
t=46.82, and(d) t=64.82.

FAN et al. PHYSICAL REVIEW E 70, 026303(2004)

026303-4



which is the onset of the self-preservation. This result is
different from the previous results[9,34]. The delay of the
switch position may be associated with the presence of cof-
low considered in this study. It has been found that the cof-
low could slow the development of jet flow[35].

The pairing process of three vortex structures is also cap-
tured as shown in Fig. 4. First, two roller vortex structures
interact with each other, corotate, and pair as shown in Fig.
4(a). Then, the paired vortex structures interact with the third
roller vortex structures. They come close to each other, coro-

tate, coencircle as shown in Figs. 4(b) and 4(c), and finally
pair to produce a larger vortex structures as shown in Fig.
4(d). This kind of pairing process is related to the consecu-
tively subharmonic resonance.

2. Flow-field variable distribution

For the compressible ideal gas flow considered in this
study, the material density is not a constant in the develop-
ment of flow field. Figure 5 shows the distribution of veloc-
ity vector, vorticity, pressure, and density att=306.02. At the

FIG. 3. (Color online) Evolu-
tion of vortex structures in the
asymmetric mode of flow fields at
different nondimensional timet
in the fully developed jet flow.
(a) t=79.22, (b) t=212.42, (c)
t=345.62, and(d) t=478.82.

FIG. 4. (Color online) Pairing
of three vortex structures at differ-
ent nondimensional timet. (a)
t=327.62, (b) t=331.22, (c)
t=334.82, and(d) t=338.42.
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boundary zones between two vortex structures(vortex braid
zones), the velocity vector, pressure, and density are large,
but the absolute value of vorticity is low. However, in the
vortex core zones, the smaller velocity vector results in the
higher absolute value of vorticity and smaller pressure and
density. These results are associated with the “stretching”
mechanism of large-scale vortex structures in the flow field
and may have an effect on the dispersion of particles. In
addition, the change of density is very small in the flow field
due to the small convection Mach number.

3. Flow-field statistic results

Figure 6 shows the profiles of mean streamwise and lat-
eral velocities along the lateral direction at different stream-
wise positions. The predicted results are compared with ex-
perimental data[36]. b is the half-width of jet velocity,
which is the distance from the jet centerline to the point
where the mean streamwise velocity excessUe=U−U2 is
half of the centerline velocity excessDUc=Un−U2. Um is
the nondimensional mean streamwise velocityUe/DUc, and
Vm is the nondimensional mean lateral velocity,V/DUc.

The initial flat profile of streamwise velocity changes its
shape to the sharp velocity profile gradually along the
streamwise direction. The sharp velocity profile appears first
at the position ofx/d=6.67, which is close to the first merg-
ing point of two side shear layers, suggesting that the mean
streamwise velocity reaches the self-similar status as shown
in Fig. 6(a). Furthermore, the mean streamwise velocities
agree very well with the generalized results[3] and experi-
mental data[36] showing the validity of this direct numerical
simulation.

As to the mean lateral velocity profiles, the first position
at which the mean lateral velocity profile begin to exhibit
self-similar behavior isx/d=7.33 as shown in Fig. 6(b). It

indicates that the profiles of mean lateral velocity adjust
more slowly to the self-similar shape than the profiles of
mean streamwise velocity. Good agreement with experimen-
tal data[36] is also observed.

Figure 7 shows the profiles of turbulent intensities along
the lateral direction at different streamwise positions.
Txs=Îu82/DUcd and Tys=Îv82/DUcd denote the streamwise
and lateral fluctuation intensities, respectively. In the region
of x/d,7.0, the fields of turbulent fluctuation grow fast be-
cause the mean velocity profile adjust its initial flat profile to
the sharp one. Afterx/d=7.0, the turbulent fluctuation inten-
sities increase slowly because the mean velocity profiles
reach self-similar status. As expected, there are two peaks of
turbulent intensities at abouty/b= ±1.0, where the shear be-
tween fluids is the strongest. The spread of peaks and the
transit of the sharp profiles to the more flat ones of turbulent
intensities indicate that there is energy transfer between
streamwise and lateral fluctuations. Though the mean veloc-
ity profiles become self-similar at about the downstream po-
sition of x/d=7.0, the fluctuation intensity profiles attain
self-similar status at about the downstream position ofx/d
=10.0. At this position, the flow field changes its mode from
the symmetric pattern to the asymmetric one, and all of the
turbulent components are in equilibrium. This is called the
self-preserving status[37].

The distribution of Reynolds shear stress in the flow field
is depicted in Fig. 8. The Reynolds shear stress is defined as
Ruv=u8v8 /DUc

2. The Reynolds shear stress grows very rap-
idly in the initial region of jet. With the reorganization of
fluctuation intensities in the self-similar region of mean ve-
locity profiles, the Reynolds shear stress reaches the self-
similar state at the downstream position ofx/d=10.0, which
is similar to the development of turbulent intensity profiles.
The numerical results are also in good accordance with ex-
perimental data[36].

FIG. 5. (Color online) Distri-
bution of fluid flow variables at
the nondimensional time oft
=306.02. (a) Velocity vector, (b)
vorticity, (c) pressure, and(d)
density.
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Figure 9 shows the maximum value of vorticitywmax as a
function of time. The value ofwmax grows rapidly at the
dimensionless time oft,50. This corresponds to the time
interval at which the symmetric mode is dominant in the
development of flow field. At the dimensionless time of
t.80, the flow field changes its mode to the asymmetric
pattern and the maximum value of vorticity begins to fluctu-
ate with the reorganization or destruction of vorticity fields.
The fluctuation intensity is quite low and the mean value of
wmax is about 4.47.

B. Particle-field results

1. Particle dispersion patterns

The dispersion pattern of particles for different Stokes
numbers at non dimensional times oft=75.62 and 302.42 are
depicted in Figs. 10 and 11, respectively. In order to investi-

gate the relation between the large-scale vortex structures
and the dispersion of particles, the vorticity contours at the
nondimensional times oft=75.62 and 302.42 are also in-
cluded in these figures. As shown in Fig. 10, all the particles
disperse symmetrically over the whole region along the cen-
terline of the jet when the symmetric mode governs the de-
velopment of flow field. When the flow field changes its

FIG. 6. Distribution of mean velocity profiles along the lateral
direction syd. (a) Mean streamwise velocitysUmd profiles and(b)
mean lateral velocitysVmd profiles.

FIG. 7. Distribution of turbulent fluctuation intensity profiles
along the lateral directionsyd. (a) Streamwise fluctuation intensity
sTud and (b) lateral fluctuation intensitysTvd.

FIG. 8. Distribution of the Reynolds shear stresssRuvd profiles
along the lateral directionsyd at different streamwise locations.
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shape to the asymmetric mode, the distribution of particles
also becomes asymmetric.

The pattern of particle dispersion depends on the Stokes
number. When the Stokes number is low at a value of 0.01,
the pattern of particle distribution shows good visualization
of vortex structures. In this case, the particles follow the fluid
closely because they can respond to the flow rapidly due to
their much smaller aerodynamic response time. However,
when the Stokes number increases to 50, as shown in Figs.
10(f) and 11(f), the dispersion of particles along the lateral
direction is very little. As a result most of the particles pen-
etrate through the leading vortex structures and move toward
the downstream along nearly rectilinear paths. This pattern
of particle distribution indicates that the particle motion does
not depend much on the vortex structure in the flow field
when the Stokes number is relatively large. The reason is that
the aerodynamic response time of these particles is quite
longer than the characteristic time scale of the large-scale
vortex structures in the flow field. As a result the particles
respond very slowly to the change in the flow field. These

FIG. 9. Time history of the maximum value of vorticityswmaxd
in the flow field.

FIG. 10. Dispersion pattern of
particles for different Stokes num-
bers St at nondimensional time of
t=75.62.(a) Vorticity contour,(b)
St=0.01, (c) St=0.1, (d) St=0.5,
(e) St=10, and(f) St=50.
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patterns of particle dispersion have been often observed in
the gas-particle two-phase flow in the free shear flows, such
as the mixing layer[38,39] and plane wake[31,40].

However, when the Stokes number has intermediate val-
ues of 0.5 and 5, the pattern of particle dispersion is inter-
esting. Nearly all the particles are thrown out of the vortex
core region and are concentrated on the vortex boundaries to
form highly organized distribution. We call it the quasicoher-
ent structure of particle dispersion. The outline of quasico-
herent structure of particle dispersion is very clear, but the
scope is larger than that of the corresponding vortex struc-
tures because the particles are dispersed more quickly than
the fluid. It is clearly observed that the particles are as-
sembled largely in the thin regions that connect opposite sign
vortex structures with the lower vorticity. Especially, the par-
ticles are largely focused on the end of the thin regions that
link multiple large-scale vortex structures. This concentration
of particles is not global but local phenomena, which comes
from the stretching and folding of particles among the adja-
cent vortex structures. It is worth noting that the characteris-
tics of particle dispersion in the jet at the intermediate par-

ticle Stokes numbers are different from those in the plane
mixing layers and wakes. In the mixing layers, the dispersion
patterns of particles seem to be associated with the stretching
and folding mechanisms[38], but there is no apparent focus-
ing effect of particles due to the lack of interaction between
two shear layers. In the plane wake, the pairing phenomena
of vortex structures are rare and the focusing characteristics
of particle dispersion are global[31]. However, in the plane
jets, there exist both the significant vortex pairing phenom-
ena and the strong interactions between the opposite-sign
vortex structures in each side shear layer. This unique nature
of flow field results in the particular dispersion pattern of
particles.

The dispersion pattern of particles at the Stokes number
of 0.1 has the intervenient characteristics, comparing with
that at the Stokes numbers of 0.01 and 0.5. More dense dis-
tribution of particles is observed near the boundaries of vor-
tex structures. But, few particles exist in the core regions of
vortex structure. When the Stokes number increases to 10,
the particle dispersion along the lateral direction decreases
greatly, compared to that at the Stokes numbers of 0.1 and

FIG. 11. Dispersion pattern of
particles for different Stokes num-
bers St at nondimensional time of
t=302.42. (a) Vorticity contour,
(b) St=0.01, (c) St=0.1, (d) St
=0.5, (e) St=10, and(f) St=50.
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0.5. The dispersion pattern of particles at the Stokes number
of 10 shows a “fish-bone” shape with the moderate particle
dispersion.

To quantify the distribution of particles for different
Stokes numbers in the flow field, the number density of par-
ticles is calculated. The particle number density is defined as
the number of particles located in each grid at some time to
describe the distribution of particle concentration in the flow
field. The contours of particle number density for different
Stokes numbers att=252.02, which are coupled with the
vorticity distribution, are shown in Fig. 12. The number den-
sity of particles at the Stokes numbers of 0.01 and 50 is
lower and shows even distribution, suggesting that these two
kinds of particles distribute uniformly in the flow field due to
much smaller and much larger aerodynamic response time,
respectively. At the intermediate Stokes number of 0.5, the
number density of particles has much higher values in the
outer regions with large-scale vortex structures. Particularly,
in the converging regions of boundaries at which multiple
vortex structures are connected, the particle number density
becomes extremely high due to the local focusing phenom-
ena of particles. This local focusing process is related to the
successive vortex pairing mechanism and strong interactions

between two shear layers. It should be pointed out that the
fluid pressure and density are higher in these regions, but the
effect of flow pressure and density on particle dispersion is
much smaller than that of coherent structures of fluid flow.
The number density of particles at the Stokes number of 0.1
is also intervenient, comparing with that at the Stokes num-
bers of 0.01 and 0.5. When we increase the Stokes number to
10, the moderate nonuniformity in the distribution of particle
concentration is observed. These quantified results coincide
well with qualitative results.

2. Potential particle dispersion mechanism

To reveal the mechanism of the particle dispersion pattern
observed above, the relative slip velocity vectorVr, which
represents the difference between the particle and fluid ve-
locity vectors at the same time, is defined and computed.
Figures 13 and 14 show the vorticity contour and relative
velocity vectors for different Stokes numbers att=46.82 and
324.02, respectively. The flow fields att=46.82 are symmet-
ric, whereas those att=324.02 are symmetric. When the
Stokes number is small as St=0.01, the relative slip velocity
vector has very small values and is distributed uniformly in
the flow field, showing that these particles can disperse al-

FIG. 12. (Color online) Distri-
bution of particle number density
for different Stokes numbers St at
nondimensional time oft=252.02.
(a) Vorticity contour,(b) St=0.01,
(c) St=0.1,(d) St=0.5,(e) St=10,
and (f) St=50.
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most as fast as the fluid. When the Stokes numbers are as
large as St=10 and 50, only a few particles have the large
relative slip velocity along the lateral direction and most of
the particles have much larger relative slip velocity along the
streamwise direction. It means that these particles disperse
very little along the lateral direction and mainly follow a
linear path to the downstream with high velocity.

However, when the Stokes numbers are intermediate,
such as St=0.5 and 5, the distribution of relative slip velocity
vectors is extraordinary. There exist a series of saddles in the
distribution of relative slip velocity vectors at the middle
positions of boundaries that link two opposite-sign vortex
structures and at the converging core regions that connect
multiple vortex structures. In these saddle regions, the mag-
nitude of fluid velocity is very high, but the magnitude of
vorticity is quite low. When the flow field is in a symmetric
mode, the relative slip velocity vector is concentrated on the
vortex braid regions that connect two roller vortex structures
with the same sign. This is associated with the consecutive
linear arrangement of saddles because of the interactions be-
tween the vortex structures with the same and opposite signs.

In this case, the local focusing process of particles happens
due to the folding phenomena of particles into the vortex
braid regions from the adjacent vortex structures. However,
when the flow field is asymmetric, the saddles in the con-
verging core regions, which are formed by connecting mul-
tiple neighboring vortex structures, are destroyed. So the fo-
cusing process of particles occurs in the whole converging
regions that link three vortex structures. In the pairing pro-
cess of two vortex structures, the particles are folded into the
thin boundary layer first, and then the stretching process of
particles follows. When the particles assembled in the thin
boundary layer begin to stretch, the particles deviate from
the central position of boundary to the opposite directions
with the same magnitude of the relative slip velocity. In ad-
dition, the magnitude of the relative slip velocity vector at
the intermediate Stokes numbers is considerably large, show-
ing that the dispersion speed of these particles is faster than
the fluid.

It seems that the relative slip velocity vector can reflect
the dispersion mechanism of particles well. From these re-
sults, we can see that the dispersion patterns of particles at

FIG. 13. Distribution of relative velocity vec-
tor for different Stokes numbers St at nondimen-
sional time oft=46.82.(a) Vorticity contour,(b)
St=0.01,(c) St=0.5,(d) St=5,(e) St=10, and(f)
St=50.
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the intermediate Stokes numbers in the coflow plane jet is
different from those in the plane mixing layers and wakes.
The mechanism depends closely on the strong interactions
between two side shear layers and the successive pairing
process of vortex structures with the same sign. This kind of
particle dispersion characteristics can be described as the
local-focusing effect of particle dispersion.

3. Quantitative particle dispersion

In order to describe the uniform degree of particle distri-
bution, the root mean-square function of the number of par-
ticles per cell over the whole fieldNrms is defined as follows:

Nrmsstd =
Îo

i=1

nt

ni
2std

nt
s11d

wherent is the total computational cell number andnistd is
the number of particles in theith cell at timet.

Figure 15 depicts the development ofNrms for different

FIG. 14. Distribution of relative velocity vec-
tor for different Stokes numbers St at non-
dimensional time oft=324.02.(a) Vorticity con-
tour, (b) St=0.01, (c) St=0.5, (d) St=5, (e) St
=10, and(f) St=50.

FIG. 15. Time histories of root mean square functionNrmsstd of
the number of particles per cell for different Stokes numbers.
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Stokes numbers. It is well known that large-scale structures
have a significant affect on the dispersion of particles, when
the particle aerodynamic response time scale has the same
order as the characteristic time scale of large-scale organized
flow structures. Therefore, as shown in Fig. 15, the particles
with the Stokes numbers of 0.5 apparently have the larger
values ofNrms. The values ofNrms increase during the initial
period of its time history, and then maintain a mean value of
2.0 with the fluctuating amplitude around 0.5 when the flow
field changes its distribution to the asymmetric mode. The
larger fluctuation of Nrms is associated with the local-
focusing effect of particles at the intermediate Stokes num-
bers. In these cases, the particles are distributed very un-
evenly in the flow field. But, for the particles with the
smaller or larger Stokes numbers at St=0.01 or 10 and 50,
the values ofNrms increase first, and then reach the value of
about 1.0 with very small fluctuation, suggesting that these
particles are distributed evenly in the flow field. These results
agree well with the analysis results for the distribution of
particles mentioned above.

To study the dispersion level of particles along the lateral
direction due to the effect of large-scale vortex structures
quantitatively, the dispersion function of particles in the lat-
eral directionsyd is introduced. The dispersion functionDy is
expressed as follows:

Dystd =
Îo

i=1

nystd

fYistd − Ymstdg2

nystd
s12d

wherenystd is the total number of particles distributed in the
whole flow field at timet, Yistd is the particle displacement
along the lateral direction at the same time, andYmstd is a
mean value for all particles.

Figure 16 shows the development of lateral dispersion

function of particles for different Stokes numbers. At first,
the particles at the Stokes number 0.01 exhibit more disper-
sion in the lateral direction. When the Stokes number has the
order of unity as St=0.5, the particles disperse more in the
flow field due to the development of large-scale structures
and the preferential effect of these structures on these par-
ticles [41]. However, when the Stokes number is large, such
as St=10 and 50, the extent of dispersion is low andDy
varies smoothly, especially for the particles at St=50. As a
whole, the dispersion function along the lateral direction for
the particles in the range of intermediate Stokes numbers has
the largest value with large fluctuation due to the local-
focusing effect. These results are consistent partly with the
results obtained using DNS for the flow in the mixing layer
[32,39].

IV. CONCLUSIONS

DNS for the gas-particle two-phase flow in the compress-
ible, turbulent plane jet flow is performed. We stress on the
evolution of large-scale vortex structures and the different
patterns of particle dispersion in the near fields of the nozzle.
The results show that the transition of flow field from the
symmetric mode to the asymmetric mode occurs at the
downstream position after the two shear layers are first
merged and at the upstream position of overall self-
preserving region. The pairing process among three vortex
structures is captured. The statistics results for the mean ve-
locity and Reynolds shear stress agree well with the previous
experimental results. The profiles of mean velocity reach the
self-similar status at the more upstream position than those
of Reynolds shear stress and turbulent intensities. When the
Stokes number has the order of unity, particles are observed
to come together near the outer edges of large-scale vortex
structures to form quasicoherent dispersion structures of par-
ticle. The local-focusing process of particles happens in the
converging region that connects multiple vortex structures.
So these particles are distributed very unevenly in the flow
field and disperse more along the lateral direction. When the
Stokes number is small as St=0.01, particles follow the fluid
flow closely and have considerable dispersion along the lat-
eral direction. But, the concentration of particles is low and
their distribution is even. When the Stokes number is large as
St=10 and 50, particles tend to disperse much less along the
lateral direction and to pass though the vortex structures with
even distribution.
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FIG. 16. Time histories of lateral dispersion functionDystd of
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