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Direct numerical simulation of a near-field particle-laden plane turbulent jet
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The present study investigates the gas-particle two-phase flow in the turbulent plane jet by solving the
two-dimensional and compressible flow fields numerically using direct-numerical-simulation technique. The
flow fields are spatially developing, but we focus our study on the evolution of coherent vortex structures and
dispersion patterns of particles in the near field at different Stokes numbers. The initial symmetric mode of flow
changes its shape to the asymmetric mode after about three convection periods as the flow moves downstream.
The concessive paring processes between two and three vortex structures are observed. The predicted mean
velocity profiles show self-similar behavior and coincide well with previous experimental data. The profiles of
turbulent intensity and Reynolds shear stress also display self-similar characteristics in the further downstream
regions. The local-focusing phenomena of particles occur in the quasicoherent dispersion structure of particles.
The higher density distribution at the outer boundary of large-scale vortex structure characterizes the dispersion
pattern of particles at the Stokes numbers of order of unity. Furthermore, these particles disperse largely along
the lateral direction and show the nonuniform distribution of concentration. For the particles at the Stokes
number of 0.01, the dispersion along the lateral direction is considerable due to the small aerodynamics
response time, but the particles are distributed evenly in the flow field. Particles at the Stokes numbers of 10
and 50 disperse much less along the lateral direction with the even density distribution. These results support
the previous conclusions on the dispersion of particles in the free shear flows.
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[. INTRODUCTION large-scale, flapping motion in the self-similar planar turbu-
. ) . lent jet. Based on their observation, it was concluded that the
The turbulent plane jet flow is the basic free turbulentpegative correlation was the result of large-scale structures in
shear flow and is formed from the interaction of vorticiesthe jet, rather than a flapping moti¢#]. Subsequently, these
with opposite signs in the shear layers. The characteristics @hrge-scale structures were suggested as a 2D, asymmetric,
turbulent plane jet flow are not observed in the flow of eitherand von Karman-like vortex streg8]. The developing char-
mixing layer or circular jet. Fundamental study on the coher-acteristics of the large-scale vortex structures in a naturally
ent structures and flow dynamics in the plane jet will con-developing 2D plane jet were studied, and it was observed
tribute to the deep understanding of turbulent flows. Morethat the flow patterns were initially characterized by rela-
over, the gas-particle two-phase flow in the turbulent plandively strong symmetric modes, and then by an asymmetric
jet has wide engineering applications in the fields of coalpattern formed beyond the jet potential cd83. Recently,
combustion, chemical reaction, and environmental controlZhou, Pearson, and Antonigd0] compared temporal and
The capability of predicting accurately the large-scale vortexspatial transverse velocity increments in a turbulent plane jet
structure and particle dispersion in the jet is of great signifi-2nd suggested that the spatial transverse increments are less
cance in designing various engineering systems efficiently. @10malous with respect to scaling than the temporal incre-
The single-phase flow in the turbulent plane jet has beef€Nts formed with the transverse velocity component.

widely studied experimentally and numerically over the past  COMParing with experimental results there are fewer nu-

decades. Albertsost al. [1] and Miller and Comming$2] merical simulations of the plane jets. Dai, Kobayashi, and

measured the mean-velocity profiles in the plane jet. Later-r"’m'guchI [11] simulated numerically a 3D evolving sub-

the hot-wire anemometry was used to measure the mean aS nic plane jet with a large eddy simulation model. Their
. o y was U . . ean velocity profiles were in good agreement with experi-
fluctuating statistical quantities in the self-similar region of

) I mental results, but the self-similar turbulence intensities
planeljet[3,4]. It was found that the initial inlet and externql were distinctly higher. Stanley and SarKag] carried out a
experlmental'cond|t|or)s have a strong'effect on the evolutiony et numerical simulation on the 2D single-phase flow in
of the plane jet flow fields. G.OIdSChm'dt and_ Bradshgay . the plane jet and reported some useful results and discus-
measured the lateral correlation across the jet and obtain

N . : - ons.
the quasiperiodical negative correlation of longitudinal ve- " aq 5 the gas-particle two-phase turbulent jet flows, many
locity. The longitudinal velocity autocorrelation coefficient

: . researchers carried out both the experimental and numerical
across the plane jet showed the negative lobes for large prolg

. . fudies. Melville and Bray13] investigated the two-phase
separationd4,6]. These results showed the existence of &urbulent jet flows and brought forward a model to charac-

terize them. Chung and Trouffi4] simulated the particle
dispersion in an axisymmetric jet using a discrete vortex el-
*Corresponding author. Email address: fanjr@zju.edu.cn ement approach. The interesting results were reported and
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the ratio of particle dispersion to fluid agreed well with ex- PML Zone
perimental results. Hardalupas, Taylor, and Whiteld\]

investigated the velocity and particle flux characteristics of a ~ —s gy, The computational physical domain
turbulent particle laden jet and suggested the small effect o dj/\/\/_f///
the mass mixture ratio on the particle concentration distribu-g. 4+

tion. Yuu, Ikeda, and Umekagdé6] directly simulated a gas- & —_—= Ui (Gas+ Particles)
particle turbulent-free jet at the low Reynolds numbers. Their? T
computational results of air and particle-turbulent character- on
istics are in accord with their LDA experimental data. Uz (Only gas) L
Recently, the linear instability of a two-way coupled PML Zone
particle-laden jet was examindd7]. It was found that the |
addition of particles can destabilize the flow at a small par- ! X
ticle Stokes number, and the particles at Stokes numbers on
the order of 1 correspond to the maximum flow stability. A FIG. 1. Schematic of the computational domain and flow con-
large-eddy simulation model considering the effect of pardiguration for the gas-particle two-phase flow in the 2D plane jet.
ticles on subgrid-scale flows was also employed to investi-
gate the gas-particle jet flow in the slit nozzle at the highsimulation results. First, the large-scale vortex structures can
Reynolds number$18], and the calculated results were in leave the computational domain at the outflow boundary
good agreement with their experimental results. without being unphysically reflected. Second, the cross-
However, there are few studies to investigate the largestream entrainment in the flow field should be allowed.
scale vortex structures and particle dispersion in the gasfhird, the artificial boundary should allow the acoustic
particle two-phase flow in the plane turbulent jets at thewaves produced in the transition region to leave the domain
moderately high Reynolds numbers. In addition, most of thewithout influencing the flow field by backward reflection.
studies mentioned above are based on the incompressibiowever, the accurate and efficient boundary conditions for
hypothesis for the gas phase. In this paper, we use the diregie 3D Navier-Stokes equations have not yet been found. In
numerical simulatioDNS) method to study the vortex dy- practical simulations, it seems that combining the 1D nonre-
namic characteristics and the particle dispersion patterns infgecting boundary conditiongl9] with the perfectly matched
2D evolving and compressible gas-solid turbulent plane jetlayer buffer-zone method could give reasonable results
The main objective of this study is to show the nonlinear[12 2Q.
development of coherent structures and particle dispersion In this 2D simulation, the norreflecting boundary condi-
modes at different Stoke numbers in the near field of comtions and sponger laye21-23 are added to the outflow
pressible plane jet flows. Some quantitative statistics of flonand sidewall boundaries. At the jet inlet, outlet, and sidewall
and particle fields are also made to reveal the two-phase floyoundaries, the viscous boundary conditiq@d] are also
characteristics. Many experimental results have showed thaised. In addition, the typical top-hat inflow profile for the
the plane jet is largely 2D near the nozzle within 20 widthsstreamwise velocity is adopted. At the outflow boundary, the
of the jet nozzle. So, our present study is of significance botlpressure correctiof24,29 is performed. The whole compu-
in theory and practice. tational domain is divided into a physical domain and three
perfectly matched layatPML) buffer zones. In the physical
domain, uniform grid ofAx=Ay=(1/15d is used. While in
the buffer zones, the stretched grid with 5% stretching ratio

b 4

MO[J J9]300 Y |,

du0Z TINd

1. GOVERNING EQUATIONS AND NUMERICAL

SCHEME is employed. A total 25X 315 computational grid system is
A. Flow field simulation utilized in the whole domain dimension o§=17.65@&l and
1. Flow configuration and boundary conditions vi=22.112
Figure 1 shows the schematic of computational domain 2. Governing equations

and flow configuration.for the.gas—particle two-phase flovv_ iN" N this study, we assume the gas phase fluid is an ideal and
the 2D plane jet considered in the present study. The highyewtonian gas. For this kind of compressible fluid, the non-

speed stream velocity 19, and the coflow stream velocity is gimensjonal continuity, Navier-Stokes, energy, and ideal gas
U,. The convective velocity. is defined agU; +Up)/2, the |4y equations in the physical domain are defined as follows:

convective periodT. is X;/U., and the mean convective

Mach numberM, is (U;-U,)/(c;+¢,)=0.15. The ratio of ap d (puy) —0 1)

the nozzle widthd to the initial momentum thicknesg, is ot axe

20. The initial flow Reynolds number Re, based on the

nozzle width and the velocity difference between two

streams, equals 4500. g 9(pth) + Ilput) __9p + 220 2
It is well known that for the simulation of turbulent flows A 9% 7% Redx

in an open, nonperiodic environment system, the use of

proper artificial boundary conditions at the computational ~ 9P P JdU_ ¥ i( ﬂ) +7;1¢ 3)

domain boundaries is very crucial to obtain more accurate gt kaxk ypaxk Pr Redx\ dx Re
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p=pRT (4) governing equations, but the viscous and conduction terms
. _ are integrated in time by using the first-order Euler integra-
where the shear stress tensgrin Eq. (2) and the viscous  {jon scheme. In addition, the nonuniform fourth-order com-

dissipation¢ in Eq. (3) are expressed as pact filter originated from the uniform filtg6] is utilized to
_ (ou _au\ 2 au eliminate the high wave number errors.
= Gy ) T 3 ax ©
l ! k B. Particle dispersion simulation
U For the simulation of particle dispersion, several assump-
= T”o?_xl' (6) tions about the behavior of particles are made fi2$h: (i)
i

All particles are rigid spheres with identical diametigrand

To consider the three PML buffer zones shown in Fig. 1,densityp,. (i) The ratio of the material density of particle to
the exponential damping terms are added to the above stafiuid approximates to 2000iii) The fluid is considered as
dard governing equations. Taking the continuity equation aélilute two-phase flow. Thus the interaction between particles

an example, the continuity equation is modified as is neglected(iv) The particles are ejected into the flow-field
with even distribution at the nozzle and their velocity is
9p__9d(pu)

_ _ equal to the local gas-phase velocity.

ot 9 Xy (X y)p = po) ™ The largest ratio of the particle to fluid mass is about
) i L _ 7.54X10°5, thus the effects of particles on fluid flow are also

where p, is the target solution equal to the initial density heqlected. Because the larger velocity gradient in the free

value, and the absorbing coefficientis expressed as shear flow could exist at certain local areas, the Saffman lift

x=x\A force is considered in the present study, which was not taken
) (8) into account ordinarily in previous simulatiofi80-33. In

Lo the present work, the Stokes drag, Saffman lift, and gravity

in which, X" is the location of interface between the buffer forces are considered as the main forces acting on a sphere.

zones and the interior physical domaig(=x,—X") is the  Thus, the equation to govern the particle motion is expressed

length of buffer zone, and,,, used is 2 or 3. The added term as follows[33]:

a(x,y) = crm(y)<

can damp the density value to the specified target value & wd

across the buffer zones. This numerical algorithm was vali- my— = —ECDpp|U -V|(U-V)

dated by comparing the predicted results with the linear sta- dt 8

bility theory, and the sensitivity of results to the variation of 4U 1

op andg s little. + 1.6]v%pgd’2)(u ~V) ‘ vz, mg. )
The similar terms are also added to the momentum and dy

energy-conservation equations. At the sidewall boundaries,
the streamwise velocity is damped to the coflow velocity, anqn
the lateral velocity is damped to zero. For the outflow bound-

Then the dimensionless equation to govern the particle
otion is defined as follows:

ary, it seems valid to damp the streamwise velocity to the 1 uls

profile given in Ref[3] and the lateral velocity to the profile 9.66w2l,pg| —

given by dU/dx+dV/ady=0. d_V: i_,_ dy U-V)+g (10
dt St 71'dpppur2

3. Numerical scheme whereV and U are the particle and fluid velocity vectors,

The general requirements to simulate the turbulent flowsespectively, at the same positidnis the modification factor
using DNS technique efficiently are that the numericalfor the Stokes drag coefficient, which can be described by
scheme should provide the higher accuracy both in the spd=1+0.15 R§'687 for Re,=<1000. The particle Reynolds
tial and temporal integration and also should be solved effinumber Rg=|U-V|d,/v, whered, is the particle diameter
ciently. To solve the governing equations for the fluid phaseanduv is the kinematical viscosity of the fluid. In this simu-
the fourth-order compact finite difference schenfi2g§] are lation, the particle Reynolds number is less than 1. St is the
chosen to discretize the spatial derivatives in the interioparticle Stokes number, defined as 5&,5d§/18,¢¢)/(|,/ur)
mesh nodes, and the third-order compact finite differencevherep, is the particle material density, is the fluid dy-
schemeg$27] are used at the boundary nodes. The stability ohamics viscosityl, is the character length scale, ands the
3-4-3 derivative schemes was confirmed by applying thisharacter velocity scale is the nondimensional gravity ac-
scheme to the linear 1D convection equatj@f]. But these celeration vector defined as=gy Ir/urz, whereg, is the stan-
derivate evaluations are all done in the computational spacéard gravity acceleration vector. Then the velocity and posi-
on the uniform meshes. To get the derivative scheme worktion of particles can be obtained by integrating ED), in
ing in the nonuniform meshes, these derivates are transvhich the fluid velocityU and modification factorf are
formed to the physical space by utilizing the Jacobian of gridreated as constants during the integration over the enough
transformation. small time-step size. Since the flow velocity is obtained at

The five-stage fourth-order Runge-Kutta integrationevery grid point by the numerical solution for the gas-phase
scheme is adopted to integrate the Euler terms in the abowgoverning equations, we use the fourth-order Lagrange inter-
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FIG. 2. (Color onling Evolu-
tion of vortex structures in the
symmetric mode of flow fields at
different nondimensional time
in the initial stage of jet flow.
(@) t=10.82, (bh) t=28.82, (¢)
t=46.82, andd) t=64.82.

(a) (b)

X ®fF
x

© @

polating polynomials to determine the flow velocities at the2(b)-2(d). During the pairing process, the interactions be-
particle positions. tween two free-shear layers become strong, but the structures
In this work, the particle Stokes number varies in theof flow field still maintain their symmetric mode. The length
range from 0.01 to 100. To demonstrate the typical disperof potential core calculated from the present planar jet is 6,
sion pattern of particles, six kinds of particles correspondingVhich is the same as the experimental result obtained from
to the Stokes numbers of 0.01, 0.1, 0.5, 5, 10, and 50 arde natural 2D planar j§o]. .
chosen as tracers. For each case, 89 particles are ejected into! he transition of the flow structures from the symmetric
the flow field at the inflow plane every five time steps. Thel© the asymmetric mode in the fully developed region is
nondimensional time stef t is 0.018 and every convection SNOWn in Fig. 3. Att=79.22, the symmetric development
period contains 1564 time steps. The flow field is calculatednode of flow-field vorticity is destroyed, as shown in Fig.

for 20 convection periods and as a result the total number o3(®- After merging of shear layers, two side shear layers first
particles traced for each case is about 560 000. begin to switch from the symmetric pattern to asymmetrical
one at about the position a&=10.0, which is associated with

the pairing process of roller vortex structures. The reason for
this switch is that the interactions between two shear layers
A. Flow-field dynamics characteristics become stronger due to the consecutive pairing phenomena
of roller vortex structures. When the subharmonic resonant
forcing to the flow field becomes large enough, it wakens the
Figure 2 shows the evolution of vortex structures in theasymmetric mode. As a result, the asymmetric mode in the
flow field during the first three convection periodsandy jet shear layer starts to play the dominant role in the evolu-
are the nondimensional coordinates scaled by nozzle wlidth tion of coherent structures. When the mode of fluid flow is
Only the section betweeyr—6 andy=6 along the lateraly)  asymmetric, the distribution of vortices is more complicated.
direction is shown to display the vortex evolution more There exists the single-roller vortex structure, pairing vortex
clearly. At the nondimensional time ®£10.82, the Kelvin-  structures with the same sign and combined vortex structures
Helmholtz instability appears in the free shear layers becaussith the opposite sign, as shown in FiggbBand 3c). As
the mode corresponding to the natural frequency reaches itane goes on, the paired vortex structures continue to pair
maximum. Then the roller vortex structures are formed at thelong with the vorticity amalgamation and destruction, and
position ofx=6.0 in the free shear layers as shown in Fig.the opposite-sign vortex structures arrest each other to pro-
2(a). These roller vortex structures develop symmetricallyduce the arrangement of interlaced vortex structures, as
with opposite signs and march to the downstream direction athown in Fig. 8d). It should be noted that the flow field
the speed of convection velocity,. But the vorticity at each  switch from symmetric to asymmetric mode occurs at the
side of shear layer has the same sign. The roller vortex at thdownstream position where the shear layers are merged, but
upper or lower part comes together, corotates and eventuallyot at the upstream position where the self-preservation of
pairs to form a new, bigger roller as shown in Figs.flow fields starts. It occurs just at the position xf 10.0,

IIl. NUMERICAL RESULTS AND DISCUSSION

1. Flow-field coherent structures evolution
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FIG. 3. (Color onling Evolu-
tion of vortex structures in the

X o

(a) (b) asymmetric mode of flow fields at
different nondimensional timet
¢ in the fully developed jet flow.
o (@ t=79.22, (b) t=212.42, (¢)
t=345.62, andd) t=478.82.
2|
s, A Y N
2F :
af
8/ s 3 G
x
© @

which is the onset of the self-preservation. This result istate, coencircle as shown in Figgbjtand 4c), and finally
different from the previous resul{®,34]. The delay of the pair to produce a larger vortex structures as shown in Fig.
switch position may be associated with the presence of cofd(d). This kind of pairing process is related to the consecu-
low considered in this study. It has been found that the coftively subharmonic resonance.

low could slow the development of jet floj@5].

The pairing process of three vortex structures is also cap-
tured as shown in Fig. 4. First, two roller vortex structures For the compressible ideal gas flow considered in this
interact with each other, corotate, and pair as shown in Figstudy, the material density is not a constant in the develop-
4(a). Then, the paired vortex structures interact with the thirdment of flow field. Figure 5 shows the distribution of veloc-
roller vortex structures. They come close to each other, coraty vector, vorticity, pressure, and densitytat306.02. At the

2. Flow-field variable distribution

FIG. 4. (Color onling Pairing
of three vortex structures at differ-
ent nondimensional timd. (a)
t=327.62, (b) t=331.22, (¢
t=334.82, andd) t=338.42.

IS
T

~N
T

@
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vorticity

L3 FIG. 5. (Color onling Distri-
bution of fluid flow variables at
the nondimensional time oft
=306.02.(a) Velocity vector, (b)
vorticity, (c) pressure, and(d)
density.

1o\ = A :
12 16 4

@

X of

©)

boundary zones between two vortex structurestex braid indicates that the profiles of mean lateral velocity adjust
zones, the velocity vector, pressure, and density are largemore slowly to the self-similar shape than the profiles of
but the absolute value of vorticity is low. However, in the mean streamwise velocity. Good agreement with experimen-
vortex core zones, the smaller velocity vector results in thdal data[36] is also observed.

higher absolute value of vorticity and smaller pressure and Figure 7 shows the profiles of turbulent intensities along
density. These results are associated with the “stretchingthe lateral direction at_different streamwise positions.
mechanism of large-scale vortex structures in the flow fieldTx(=Vu'?/AU,) and T,(=\v'?/AU,) denote the streamwise
and may have an effect on the dispersion of particles. I@nd lateral fluctuation intensities, respectively. In the region

addition, the change of density is very small in the flow fieldof X/d<7.0, the fields of turbulent fluctuation grow fast be-
due to the small convection Mach number. cause the mean velocity profile adjust its initial flat profile to

the sharp one. Aftex/d=7.0, the turbulent fluctuation inten-
sities increase slowly because the mean velocity profiles
reach self-similar status. As expected, there are two peaks of

Figure 6 shows the profiles of mean streamwise and latturbulent intensities at aboyt b=+1.0, where the shear be-
eral velocities along the lateral direction at different stream-+tween fluids is the strongest. The spread of peaks and the
wise positions. The predicted results are compared with extransit of the sharp profiles to the more flat ones of turbulent
perimental data[36]. b is the half-width of jet velocity, intensities indicate that there is energy transfer between
which is the distance from the jet centerline to the pointstreamwise and lateral fluctuations. Though the mean veloc-
where the mean streamwise velocity excéksU-U, is ity profiles become self-similar at about the downstream po-
half of the centerline velocity excessU.=U,—-U,. U, is  sition of x/d=7.0, the fluctuation intensity profiles attain
the nondimensional mean streamwise velotity AU, and  self-similar status at about the downstream positiornx/af
V,, is the nondimensional mean lateral velochy/AU.. =10.0. At this position, the flow field changes its mode from

The initial flat profile of streamwise velocity changes its the symmetric pattern to the asymmetric one, and all of the
shape to the sharp velocity profile gradually along theturbulent components are in equilibrium. This is called the
streamwise direction. The sharp velocity profile appears firsself-preserving statugg7].
at the position ok/d=6.67, which is close to the first merg-  The distribution of Reynolds shear stress in the flow field
ing point of two side shear layers, suggesting that the meais depicted in Fig. 8. The Reynolds shear stress is defined as
streamwise velocity reaches the self-similar status as ShO\MRUU:u’u’/AUE. The Reynolds shear stress grows very rap-
in Fig. 6(&. Furthermore, the mean streamwise velocitiesidly in the initial region of jet. With the reorganization of
agree very well with the generalized resUl8 and experi-  fluctuation intensities in the self-similar region of mean ve-
mental datg36] showing the validity of this direct numerical locity profiles, the Reynolds shear stress reaches the self-
simulation. similar state at the downstream positionxétl=10.0, which

As to the mean lateral velocity profiles, the first positionis similar to the development of turbulent intensity profiles.
at which the mean lateral velocity profile begin to exhibit The numerical results are also in good accordance with ex-
self-similar behavior isx/d=7.33 as shown in Fig.(B). It perimental datd36].

3. Flow-field statistic results
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0.4
x/d =7.0
1k - — =~ x/d=8.0
- .= x/d =10.0
i —— = x/d=11.0
osl 03 y’f\ ————— - x/d=12.0
06} 202
C 5
04F
- 0.1
0.2} ZII e
i ——————— x/d =9.33
— e x/0 =10.67
Bradbury (1965) 0
0 @] Ramaprian et al.(1985)
Ve 0 1 2z 3 — o
(@ o4r 7 10,
e e
- P - x/d=12.0
0.06
x/d =733
- O - - = x/d=8.00
— O Z
0.04 fmmrs T e
— e x/d =10.67
O Ramaprian et al.(1985)
0.02}
S ]
-0.02F
| =] FIG. 7. Distribution of turbulent fluctuation intensity profiles
-0.04F —- along the lateral directiofy). (a) Streamwise fluctuation intensity
- (Ty) and(b) lateral fluctuation intensityT,).
'0'06-4 2 0 2 4 gate the relation between the large-scale vortex structures
®) yib and the dispersion of particles, the vorticity contours at the

nondimensional times of=75.62 and 302.42 are also in-
FIG. 6. Distribution of mean velocity profiles along the lateral cluded in these figures. As shown in Fig. 10, all the particles
direction (y). (a) Mean streamwise velocitfU,, profiles and(b) disperse symmetrically over the whole region along the cen-
mean lateral velocityV,, profiles. terline of the jet when the symmetric mode governs the de-
velopment of flow field. When the flow field changes its

Figure 9 shows the maximum value of vorticity,,, as a
function of time. The value ofv.,,, grows rapidly at the
dimensionless time of<<50. This corresponds to the time -
interval at which the symmetric mode is dominant in the
development of flow field. At the dimensionless time of
t>80, the flow field changes its mode to the asymmetric
pattern and the maximum value of vorticity begins to fluctu-
ate with the reorganization or destruction of vorticity fields.
The fluctuation intensity is quite low and the mean value of
Wmax IS @bout 4.47.

0.04

0.02

-0.02 - - x/d=10.0
- x/d =11.0
| | | x/d =12.0
B. Particle-field results 0 fmmmane
V04—t

1. Particle dispersion patterns
. . . . yib
The dispersion pattern of particles for different Stokes

numbers at non dimensional timestef75.62 and 302.42 are FIG. 8. Distribution of the Reynolds shear stréBg,) profiles
depicted in Figs. 10 and 11, respectively. In order to investialong the lateral directiofy) at different streamwise locations.
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shape to the asymmetric mode, the distribution of particles
also becomes asymmetric.

The pattern of particle dispersion depends on the Stokes
number. When the Stokes number is low at a value of 0.01,
the pattern of particle distribution shows good visualization
of vortex structures. In this case, the particles follow the fluid
closely because they can respond to the flow rapidly due to
their much smaller aerodynamic response time. However,
when the Stokes number increases to 50, as shown in Figs.
10(f) and 11f), the dispersion of particles along the lateral
direction is very little. As a result most of the particles pen-
etrate through the leading vortex structures and move toward
the downstream along nearly rectilinear paths. This pattern
of particle distribution indicates that the particle motion does

Wrax

4.48

4.47

446

445

444}

4.43
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0

70

740

710 280 350 420

t

not depend much on the vortex structure in the flow field FIG. 9. Time history of the maximum value of vorticitymay

when the Stokes number is relatively large. The reason is thai the flow field.

the aerodynamic response time of these particles is quite
longer than the characteristic time scale of the large-scale
vortex structures in the flow field. As a result the particles
respond very slowly to the change in the flow field. These
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FIG. 10. Dispersion pattern of
particles for different Stokes num-
bers St at nondimensional time of
t=75.62.(a) Vorticity contour, (b)
St=0.01,(c) St=0.1,(d) St=0.5,
(e) St=10, andf) St=50.
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FIG. 11. Dispersion pattern of
particles for different Stokes num-
bers St at nondimensional time of
t=302.42. (a) Vorticity contour,
(b) St=0.01, (c) St=0.1, (d) St
=0.5,(e) St=10, andf) St=50.
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patterns of particle dispersion have been often observed iticle Stokes numbers are different from those in the plane
the gas-particle two-phase flow in the free shear flows, suchixing layers and wakes. In the mixing layers, the dispersion
as the mixing layef38,39 and plane waké§31,4Q. patterns of particles seem to be associated with the stretching
However, when the Stokes number has intermediate valand folding mechanism88], but there is no apparent focus-
ues of 0.5 and 5, the pattern of particle dispersion is intering effect of particles due to the lack of interaction between
esting. Nearly all the particles are thrown out of the vortextwo shear layers. In the plane wake, the pairing phenomena
core region and are concentrated on the vortex boundaries tf vortex structures are rare and the focusing characteristics
form highly organized distribution. We call it the quasicoher- of particle dispersion are glob&1]. However, in the plane
ent structure of particle dispersion. The outline of quasicojets, there exist both the significant vortex pairing phenom-
herent structure of particle dispersion is very clear, but theena and the strong interactions between the opposite-sign
scope is larger than that of the corresponding vortex strucvortex structures in each side shear layer. This unique nature
tures because the particles are dispersed more quickly thai flow field results in the particular dispersion pattern of
the fluid. It is clearly observed that the particles are asparticles.
sembled largely in the thin regions that connect opposite sign The dispersion pattern of particles at the Stokes number
vortex structures with the lower vorticity. Especially, the par-of 0.1 has the intervenient characteristics, comparing with
ticles are largely focused on the end of the thin regions thathat at the Stokes numbers of 0.01 and 0.5. More dense dis-
link multiple large-scale vortex structures. This concentratiortribution of particles is observed near the boundaries of vor-
of particles is not global but local phenomena, which comegex structures. But, few particles exist in the core regions of
from the stretching and folding of particles among the adjavortex structure. When the Stokes number increases to 10,
cent vortex structures. It is worth noting that the characteristhe particle dispersion along the lateral direction decreases
tics of particle dispersion in the jet at the intermediate pargreatly, compared to that at the Stokes numbers of 0.1 and
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FIG. 12. (Color onling Distri-
bution of particle number density
for different Stokes numbers St at
nondimensional time af=252.02.
(a) Vorticity contour,(b) St=0.01,
(c) St=0.1,(d) St=0.5,(e) St=10,
and(f) St=50.
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0.5. The dispersion pattern of particles at the Stokes numbdretween two shear layers. It should be pointed out that the
of 10 shows a “fish-bone” shape with the moderate particldluid pressure and density are higher in these regions, but the
dispersion. effect of flow pressure and density on particle dispersion is
To quantify the distribution of particles for different much smaller than that of coherent structures of fluid flow.
Stokes numbers in the flow field, the number density of parThe number density of particles at the Stokes number of 0.1
ticles is calculated. The particle number density is defined as also intervenient, comparing with that at the Stokes num-
the number of particles located in each grid at some time tders of 0.01 and 0.5. When we increase the Stokes number to
describe the distribution of particle concentration in the flow10, the moderate nonuniformity in the distribution of particle
field. The contours of particle number density for differentconcentration is observed. These quantified results coincide
Stokes numbers at=252.02, which are coupled with the well with qualitative results.
vorticity distribution, are shown in Fig. 12. The number den-
sity of particles at the Stokes numbers of 0.01 and 50 is
lower and shows even distribution, suggesting that these two To reveal the mechanism of the particle dispersion pattern
kinds of particles distribute uniformly in the flow field due to observed above, the relative slip velocity vectgr which
much smaller and much larger aerodynamic response timeepresents the difference between the particle and fluid ve-
respectively. At the intermediate Stokes number of 0.5, théocity vectors at the same time, is defined and computed.
number density of particles has much higher values in théigures 13 and 14 show the vorticity contour and relative
outer regions with large-scale vortex structures. Particularlyyelocity vectors for different Stokes numbersa#6.82 and
in the converging regions of boundaries at which multiple324.02, respectively. The flow fields &t46.82 are symmet-
vortex structures are connected, the particle number densityc, whereas those &at=324.02 are symmetric. When the
becomes extremely high due to the local focusing phenomStokes number is small as St=0.01, the relative slip velocity
ena of particles. This local focusing process is related to theector has very small values and is distributed uniformly in
successive vortex pairing mechanism and strong interactiortbe flow field, showing that these particles can disperse al-

2. Potential particle dispersion mechanism
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FIG. 13. Distribution of relative velocity vec-
tor for different Stokes numbers St at nondimen-
sional time oft=46.82.(a) Vorticity contour, (b)
St=0.01,(c) St=0.5,(d) St=5,(e) St=10, andf)
St=50.

(e) X ® *

most as fast as the fluid. When the Stokes numbers are &s this case, the local focusing process of particles happens
large as St=10 and 50, only a few particles have the largdue to the folding phenomena of particles into the vortex
relative slip velocity along the lateral direction and most ofbraid regions from the adjacent vortex structures. However,
the particles have much larger relative slip velocity along thevhen the flow field is asymmetric, the saddles in the con-
streamwise direction. It means that these particles disperseerging core regions, which are formed by connecting mul-
very little along the lateral direction and mainly follow a tiple neighboring vortex structures, are destroyed. So the fo-
linear path to the downstream with high velocity. cusing process of particles occurs in the whole converging
However, when the Stokes numbers are intermediateegions that link three vortex structures. In the pairing pro-
such as St=0.5 and 5, the distribution of relative slip velocitycess of two vortex structures, the particles are folded into the
vectors is extraordinary. There exist a series of saddles in thiin boundary layer first, and then the stretching process of
distribution of relative slip velocity vectors at the middle particles follows. When the particles assembled in the thin
positions of boundaries that link two opposite-sign vortexboundary layer begin to stretch, the particles deviate from
structures and at the converging core regions that connetite central position of boundary to the opposite directions
multiple vortex structures. In these saddle regions, the magwith the same magnitude of the relative slip velocity. In ad-
nitude of fluid velocity is very high, but the magnitude of dition, the magnitude of the relative slip velocity vector at
vorticity is quite low. When the flow field is in a symmetric the intermediate Stokes numbers is considerably large, show-
mode, the relative slip velocity vector is concentrated on théng that the dispersion speed of these particles is faster than
vortex braid regions that connect two roller vortex structureghe fluid.
with the same sign. This is associated with the consecutive It seems that the relative slip velocity vector can reflect
linear arrangement of saddles because of the interactions bte dispersion mechanism of particles well. From these re-
tween the vortex structures with the same and opposite signsults, we can see that the dispersion patterns of particles at
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the intermediate Stokes numbers in the coflow plane jet is
different from those in the plane mixing layers and wakes.

The mechanism depends closely on the strong interactions
between two side shear layers and the successive pairing
process of vortex structures with the same sign. This kind of
particle dispersion characteristics can be described as the
local-focusing effect of particle dispersion.

3. Quantitative particle dispersion

In order to describe the uniform degree of particle distri-
bution, the root mean-square function of the number of par-
ticles per cell over the whole fiel,,s is defined as follows:

(11

wheren, is the total computational cell number andt) is
the number of particles in thieh cell at timet.

News(£)

PHYSICAL REVIEW E 70, 026303(2004)

FIG. 14. Distribution of relative velocity vec-
tor for different Stokes numbers St at non-
dimensional time ot=324.02.(a) Vorticity con-
tour, (b) St=0.01,(c) St=0.5,(d) St=5, (e) St
=10, and(f) St=50.
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FIG. 15. Time histories of root mean square functigp4t) of

Figure 15 depicts the development Nf,, for different  the number of particles per cell for different Stokes numbers.
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function of particles for different Stokes numbers. At first,
the particles at the Stokes number 0.01 exhibit more disper-
sion in the lateral direction. When the Stokes number has the
order of unity as St=0.5, the particles disperse more in the
flow field due to the development of large-scale structures
and the preferential effect of these structures on these par-
ticles[41]. However, when the Stokes number is large, such
as St=10 and 50, the extent of dispersion is low

varies smoothly, especially for the particles at St=50. As a
whole, the dispersion function along the lateral direction for
the particles in the range of intermediate Stokes numbers has
the largest value with large fluctuation due to the local-

X0}

050403210 260 350 420 focusing effect. These results are consistent partly with the
¢ results obtained using DNS for the flow in the mixing layer
[32,39.

FIG. 16. Time histories of lateral dispersion functim(t) of
particles for different Stokes numbers. IV. CONCLUSIONS

DNS for the gas-particle two-phase flow in the compress-

Stokes numbers. It is well known that large-scale structure®le, turbulent plane jet flow is performed. We stress on the
have a significant affect on the dispersion of particles, wher@volution of large-scale vortex structures and the different
the particle aerodynamic response time scale has the sarf@tterns of particle dispersion in the near fields of the nozzle.
order as the characteristic time scale of large-scale organizelhe results show that the transition of flow field from the
flow structures. Therefore, as shown in Fig. 15, the particleSymmetric mode to the asymmetric mode occurs at the
with the Stokes numbers of 0.5 apparently have the largegownstream position after the two shear layers are first
values ofN,,s The values o, increase during the initial merged and at the upstream position of overall self-
period of its time history, and then maintain a mean value ofreserving region. The pairing process among three vortex
2.0 with the fluctuating amplitude around 0.5 when the flowstructures is captured. The statistics results for the mean ve-
field changes its distribution to the asymmetric mode. Thdocity and Reynolds shear stress agree well with the previous
larger fluctuation ofN,,s is associated with the local- €xperimental results. The profiles of mean velocity reach the
focusing effect of particles at the intermediate Stokes numself-similar status at the more upstream position than those
bers. In these cases, the particles are distributed very u®f Reynolds shear stress and turbulent intensities. When the
evenly in the flow field. But, for the particles with the Stokes number has the order of unity, particles are observed
smaller or larger Stokes numbers at St=0.01 or 10 and 530 come together near the outer edges of large-scale vortex
the values olN,, increase first, and then reach the value ofstructures to form quasicoherent dispersion structures of par-
about 1.0 with very small fluctuation, suggesting that thesdicle. The local-focusing process of particles happens in the
particles are distributed evenly in the flow field. These resultgonverging region that connects multiple vortex structures.
agree well with the analysis results for the distribution of SO these particles are distributed very unevenly in the flow
particles mentioned above. field and disperse more along the lateral direction. When the

To study the dispersion level of particles along the lateralStokes number is small as St=0.01, particles follow the fluid
direction due to the effect of large-scale vortex structuredlow closely and have considerable dispersion along the lat-
quantitatively, the dispersion function of particles in the lat-€ral direction. But, the concentration of particles is low and
eral direction(y) is introduced. The dispersion functi@y is their distribution is even. When the Stokes number is large as
expressed as follows: St=10 and 50, particles tend to disperse much less along the
lateral direction and to pass though the vortex structures with
even distribution.
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